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Abstract

Aggregating features from different depths of a network
is widely adopted to improve the network capability. Lots of
modern architectures are equipped with skip connections,
which actually makes the feature aggregation happen in all
these networks. Since different features tell different seman-
tic meanings, there are inconsistencies and incompatibili-
ties to be solved. However, existing works naı̈vely blend
deep features via element-wise summation or concatena-
tion with a convolution behind. Better feature aggregation
method beyond summation or concatenation is rarely ex-
plored. In this paper, given two layers of features to be
aggregated together, we first detect and identify where and
what needs to be updated in one layer, then replace the fea-
ture at the identified location with the information of the
other layer. This process, which we call DEtect-rePLAce
(DEPLA), enables us to avoid inconsistent patterns while
keeping useful information in the merged outputs. Experi-
mental results demonstrate our method largely boosts multi-
ple baselines e.g. ResNet, FishNet and FPN on three major
vision tasks including ImageNet classification, MS COCO
object detection and instance segmentation.

1. Introduction
Representation learning is considered to be the engine

for most applications in the field of computer vision. By
stacking basic blocks with different connectivities, deep
networks can be designed for various tasks, e.g. image clas-
sification [15, 18, 46, 34, 35, 16, 48, 25, 7, 45], object de-
tection [20, 34] and semantic segmentation [30].

Deep networks [15, 18, 34, 20, 30, 46] that fuses fea-
tures from different depths have benefited many applica-
tions in computer vision. It is often the case that features
from deeper layers are better geared towards the final pre-
diction because they contain high-level semantics harvested
from large contextual region. However, recent works have
found that there may be information loss when forward-
propagating data throughout the network [15, 13, 18]. Thus
skip connections [15] or dense connections [18] were pro-
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Figure 1: Brief description of DEPLA. Given an identity
feature X and a candidate feature Y, our method could first
locate where and what need to be updated in the identity
feature X, and then migrate the information from the can-
didate feature Y using the learnt locations.

posed to consecutively fuse features from previous layers
to prevent such loss of information and better leverage the
capacity of the network. The above facts indicate that the
features at all depths are crucial for building up a network
with better performance.

Existing methods [15, 18, 20, 46, 22] however largely
focus on features of which layers should be combined, and
paid little attention to how to combine them. To the best of
our knowledge, state-of-the-art backbones [28, 36] for fea-
ture extraction still follow the conventional design in [15].
They use either the element-wise sums to fuse the features
together, or a concatenation/convolution [18]. However, as
the semantic meaning of different features may vary, net-
work activation at the same position but on different feature
maps may capture very different information. The afore-
mentioned element-wise sum or concatenation cannot dis-
cover the inconsistency or the incompatibility between fea-
tures during the feature aggregation. A method that can
identify which location to aggregate is needed.

In this study, we aim to address this problem by design-
ing a pipeline that can learn to detect the most appropriate
part of feature for aggregation. As shown in Figure 1, we
reformulate the entire feature aggregation process as a two-
stage process. Specifically, we first detect where to update,
then aggregate the selected locations using the detected fea-
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tures. With our detect-then-aggregate design, the informa-
tion retained in the summarized features is only related to
the feature within the ROIs, skipping the irrelevant and in-
consistent patterns outside the ROIs. The features related to
the ROIs of one layer will be finally merged into the features
of another layer by Back-Filling Network (BFN). We name
the entire module as DEtect-rePLAce (DEPLA) according
to the process.

We choose to embed our network into the current preva-
lent ResNet [15], SE-ResNet [17], FishNet [34] and the
Feature Pyramid Network [20] to evaluate our method for
short-range, long-range and multi-scale feature aggregation.
Experimental results on ImageNet [8] and COCO [21] show
that, by simply inserting our module into these baselines,
our approach can steadily boost their accuracy on major
vision tasks, including image classification, object detec-
tion and instance segmentation. Notably, when embedded
in ResNet, our method can outperform all other ResNet-
based counterparts compared under similar computational
complexity.

2. Related Works
Deep Network Architecture Design. The success on

the challenge ILSVRC [8] of AlexNet [19] signalled the
resurgence of the deep learning era. However, sequen-
tial connected networks like [32, 35] soon meet the bot-
tleneck of depth. In order to solve this problem, He et
al. [15, 44] introduced residual learning that sums up the
features within the same resolution into deep networks to
enable networks to be extremely deep. An alternative ap-
proach to solve this problem is to densely concatenate the
layers in the same stage [18]. As a combination, DPN [5] in-
tegrates both the connectivity of the DenseNet and ResNet.
Recent works follow further improve the design of [15] by
adjusting the hyper-parameters like height, width, and bot-
tleneck ratio. All these works propose to aggregate features
via a element-wise summation or concatenation.

Long-Range Feature Aggregation in Deep Networks.
Apart from aggregating features of the same resolution,
DLA [46] concatenates the information from different
sources together. U-Net [30] also proposes to concatenate
features from the low-level to the high-level for medical im-
age segmentation, which also achieved great success in that
field. FishNet [34] as a versatile backbone preserves fea-
tures by concatenation and then let them refine each other
through a simple residual block [15]. To obtain better fea-
tures for object detection, Feature Pyramid Networks (FPN)
[20] fuse both the transformed features from the top-down
lateral convolutions and the bottom-up weighted pyramid
through a simple sum operation. Based on FPN, several
extensive works [11, 41, 22, 26] explore new possibility
on connectivity between scales. Some works like [23] dis-
cuss the problems in feature’s magnitude, which now could

be solved by applying normalization onto the merged fea-
tures. To summarize, all these networks directly merge the
features from variant depths without any guidance, which
causes noise and useful fragments will not be distinguished.

Attention Models. Our method can be also regarded as
a variant of the attentive models. Attention has been proven
to be effective in many application in the field of deep learn-
ing [17, 38, 9, 39, 6, 42, 4]. By calculating and applying a
context-based encoding summarized from a specific dimen-
sion of the feature itself, all these methods are named as self
attention models. Works including SENet [17], A2Net [4]
and GloRe [6] explore how to gather and learn the encod-
ings on channel dimension, resulting in less redundancy and
imbalance among channels. The non-local neural networks
[42] and Attention Augmented networks (AA) [2] integrate
a transformer-like [38] structure into CNN and associate
the pixel-wise information of a feature map. SAN [49] is
a novel architecture that only learns to extract features from
images with attention modules and adopts a patch-based lo-
cal relative attention module to replace the convolution ker-
nels defined in conventional CNNs. All these models are
complementary to our method as they are designed for self-
refinement, while we aim at aggregating features from two
different layers.

3. Aggregation with Feature Detection
The inputs of our DEPLA module are two feature maps

X and Y from two layers. Here, X ∈ RC1×H×W is called
the identity feature and Y ∈ RC2×H×W is called the can-
didate feature. C1 and C2 respectively denote the num-
ber of channels for X and Y. The goal of DEPLA is to
use the candidate feature Y to refine the identity feature X
and produce the aggregated feature. As shown in Figure 2,
the DEPLA module can be roughly divided into three sub-
modules: the soft Region Proposal Network (SoftRPN),
Soft ROI Pooling, and Back-Filling Network (BFN). First,
SoftRPN detects where the features should be aggregated
and produces the RoI Maps M. Then, soft ROI Pooling
summarizes feature map Y into a compact RoI-wise fea-
ture Z based on the ROI maps M. Further, BFN back-fills
the summarized feature Z to corresponding learnt spatial
locations. The output of BFN is finally aggregated with the
identity feature X.

3.1. Soft Region Proposal Network

As shown in Figure 2, the Soft Region Proposal Network
(SoftRPN) takes the identity feature X as input and outputs
a set of ROI maps M with size L×D ×H ×W , where
H × W is the spatial size and L represents the number of
ROI groups. Each ROI group contains D candidate ROI
maps for each channels. The value at each location implies
how likely this location is going to be replaced by features
from Y.
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Figure 2: Overview of the DEPLA module. The whole process can be divided into three parts: (1) The identity feature
X is fed into SoftRPN to determine where and what features in X need to be updated by the candidate feature Y. (2) The
generated ROI maps M are then fed into the soft ROI Pooling to extract the corresponding features from Y and output the
summarized features Z. (3) The summarized features Z from soft ROI Pooling are processed by the Back Filling Network
(BFN). “1× 1, L×D Conv” represents a convolution layer with kernel size (1× 1) and number of output channels (L×D).
The symbol

⊕
represents element-wise summation. Blocks with dashed boundary represent optional operations.

To generate these ROI maps M, we feed X to a 1 × 1
convolution layer to produce score maps M̃. When the spa-
tial sizes of X and Y are different, we will apply a bilinear
up-sampling layer to the smaller one to align their spatial
sizes. A Softmax operation with temperature T is applied
to the reshaped 2D score maps M̃ ∈ R(L×D)×(H×W ) to
yield the confidence of each pixel as Equation (1), where
a higher value implies a higher probability of the pixel be-
longing to a ROI.

Mi,j =
exp (M̃i,j)∑H×W

l exp (M̃l

T )
, (1)

where M ∈ [0, 1](L×D)×(H×W ) represents the ROI maps.
M is also the output of SoftRPN after reshaping to L×D×
H×W . The hyper-parameter T controls the distribution of
the confidence values. When T becomes lower, the confi-
dence distribution will become sharper, making the area of
the activated ROI smaller.

But the regions with low confidence scores contribute
little to aggregating features in the following step of Soft
ROI Pooling. Therefore, low-confidence ROIs will have a
low influence during the feature aggregation.

3.2. Soft ROI Pooling

The aim of Soft ROI Pooling is to summarize the in-
formation from the candidate features Y using the posi-
tional clues M learnt from SoftRPN. As shown in Figure
2, the module taking the following two inputs: 1) the ROI
maps M of size (L × D) × H × W , which is the out-

put of SoftRPN; and 2) the transformed candidate feature
Y′ ∈ RC′

2×D×H×W , which is transformed from Y by a
1× 1 convolution. The output is the summarized ROI-wise
features Z ∈ RL×C′

2 which captures what our method be-
lieves to be the most useful parts in Y′ for aiding X during
the feature aggregation. In this way, the inconsistent pat-
terns in Y′ that do not lie in ROIs are ignored and hence
have low influence on feature aggregation.

As shown in Figure 3, we mask the feature Y′ using the
ROI maps M as: 1) each D × H × W feature from Y′ is
element-wisely multiplied with each D×H×W confidence
map M; and 2) each element-wisely multiplied result of
size D×H ×W are summed into a scalar that contains the
summarized feature that aggregates the information from all
H × W spatial locations and D ROIs. For the L groups
of ROI maps and C ′

2 groups of features, there are L × C ′
2

summarized features as the output of the Soft ROI Pooling.
With the element-wise multiplication, only confident ROIs
contribute to feature summarization while those identified
to be less useful with lower confidences in the ROI maps
will be less counted.

3.3. Back Filling Network (BFN)

Equipped with the summarized ROI-wise feature Z, we
design a back-filling operation to map Z back into appropri-
ate spatial locations of the identity feature X such that the
feature aggregation can be finalized.

To merge Z into X, one can simply add the summarized
feature to all pixels of X, however, this ignores the fact that
the summarized features Z are relevant to the ROIs and can
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Figure 3: Soft ROI Pooling. Element-wise multiplication
between the ROI maps generated from SoftRPN and the
transformed candidate feature Y′ are used for selecting fea-
tures from ROIs. Features for each group of ROI maps M (a
ROI group containing D ROI maps) and each group of can-
didate features will be summed up to a single scalar. There
are L groups of ROI maps and C ′

2 groups of transformed
candidate features Y′. Therefore, the output is L×C ′

2 sum-
marized features.

be only useful for aggregation at suitable locations of X.
To achieve this goal, we design a Back-Filling Network
(BFN) to generate a set of heatmaps which projects the
summarized features back to the suitable spatial locations.
Similar to the soft ROIs, each location of these back-filling
heatmaps has a confidence value indicating how likely the
summarized features from Y will be set here. Information
from Z are repeated over the spatial dimensions of the back-
filling heatmaps, and are multiplied with the confidence at
each location so that the information from the summarized
features are placed at appropriate locations, which are fur-
ther refined by a 1×1 convolution layer and combined with
the identity feature X to produce the final output of the
DEPLA module. We propose two strategies to generated
the back-filling heatmaps, namely, Plain BFN and Adaptive
BFN, which are elaborated as follows.

Plain BFN. As shown on the top of Figure 4, Based on
the confidence maps of ROIs M (output of SoftRPN), we
generate the back-filling heatmaps B ∈ [0, 1]L×H×W using
one convolution layer followed by softmax normalization.
Note that the Softmax operation is applied on the spatial di-
mension. Another 1×1 convolution is applied here to trans-
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Figure 4: Back-Filling Network (BFN). The back-filling
heatmap is generated in this network for guiding the L×C ′

2

summarized features (in orange) to the appropriate spatial
locations. The guidance is achieved by multiplying the
back-filling heatmap with the summarized feature. Top:
plain BFN that learns to generate the back-filling heatmaps
only based on the confidence maps of ROIs. Bottom: Adap-
tive BFN that calculates the back-filling heatmaps accord-
ing to the affinity between the identity features X and the
summarized features.

⊗
denotes the matrix multiplication,

and all convolutions are with kernel size 1 × 1. Operations
including transpose, reshape etc. are omitted in the figure.

form Z. After the back-filling heatmaps B are obtained, we
need to map the ROI features Z accordingly based on the
location clues given by B. If we regard the set of heatmaps
as a convolution kernel with shape (H × W ) × L, where
H × W represents the spatial kernel size and L represents
the number of channels, the back-filling operation can be
also treated as a de-convolution process with a dynamically
generated kernel B on the transformed Z.

Adaptive BFN. In Plain BFN, the pooled candidate fea-
ture may still have some inconsistency with the identity fea-
ture X as they only contain information about X. There-
fore, we design Adaptive BFN as shown at the bottom row
of Figure 4. We first transform the identity feature X and
also the ROI-wise feature Z into a same latent space with C ′

2

channels using two independent 1 × 1 convolutions. Then
we can generate the back-filling heatmaps by calculating
a dot-product between the two transformed features. With
a softmax operation applied on the spatial dimension, the
back-filling heatmaps B ∈ [0, 1]L×H×W are obtained. The
lateral back-filling operation, which can be regarded as a
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Figure 6: Integrate DEPLA into residual block

de-convolution operation treating B as the de-convolution
kernel and the transformed Z as the input, is identical to the
one proposed in plain BFN. Ablation studies on these alter-
native designs are conducted in the experimental section.

4. Embedding DEPLA into CNNs
To validate that DEPLA can be generalized to different

feature aggregation approaches, we choose to embed DE-
PLA into ResNet [15], SE-ResNet [17], FishNet [34] and
the Feature Pyramid Network [20] to evaluate DEPLA for
short-range, long-range and multi-scale feature aggregation.

4.1. Integration with ResNet

Here we present how DEPLA can be integrated popular
CNN architectures. We first choose the ResNet [15] as one
of our baselines and reconstruct the ResNet and use DEPLA
module to merge the features with the same resolution but
varied in depths. In this paper, we divide the ResNet into
4 independent stages by their resolution from high to low.
Specifically, we insert the DEPLA module into three resid-
ual blocks of the stage 3 regardless of the depth of the net-
work. The way we integrate DEPLA into the residual block
is shown in 6, where the identity of the residual block serves
as X and the outputs of the residual weight layers serve as
Y. As for the hyper-parameters, we set L=16 C ′

2=16 and

DEPLA

DEPLA

DEPLA

as Y

as X
Backbone

Conv

Conv

Conv

Conv

Figure 7: Integrating DEPLA with FPN. We add the DE-
PLA between every two adjacent scales. The notation Conv
here means 1×1 convolution layer for dimension reduction.

D=4. Temperature of the softmax function is set to 1 as
default for all ResNet-based models.

4.2. Integration with FishNet

We next embed our module into FishNet [34] to study the
effect of DEPLA module in long-range feature aggregation.
FishNet is divided into three parts, including the tail, body,
and head, where long-range feature aggregation is applied
among the three parts to help the network learn multi-scale
representations. As shown in 5, we embed the DEPLA into
the UR and DR-blocks of the FishNet as the low-level and
the high-level features will be aggregated in these blocks.
Typically, features in UR and DR blocks can have about
20-60 convolution layers in between.

4.3. Integration with FPN

We show how DEPLA can be integrated into the Fea-
ture Pyramid Network architecture [20] to study the effect
of DEPLA on multi-scale features for object detection. De-
tails are shown in Figure 7. Since FPN generates features of
all scales for the final prediction, and merges the informa-
tion reversely from the high-level to the low-level, for each
scale, we adopt the feature from the higher level as the can-
didate feature Y, and the feature at the current scale as the
identity feature X. Note that we adopt the adaptive BFN in-
stead of the plain BFN to generate the back-filling heatmaps
in FPN.

5. Experiments

5.1. Implementation Details on ImageNet

We conduct experiments for image classification on the
ImageNet 2012 classification dataset [31] that includes
1000 classes. There are 1.2 million images for training and
50 thousands images for validation (denoted by ImageNet-
1k val). We implement our method using the popular deep
learning framework PyTorch [27]. We apply two different



Model
FLOPS

(G)
Top-1

Acc (%)
ResNet-50 [15] 4.1 76.2
ResNet-101 [15] 7.8 77.4
ResNet-152 [15] 11.6 78.3
SEResNet-50 [17] 4.1 76.9
SEResNet-50++ [33] 4.1 79.4
SEResNet-101 [17] 7.9 77.7
SEResNet-101++ [33] 7.9 81.4
RegNetY-4G [28] 4.0 79.4
RegNetY-4G++ [37] 4.0 80.0
RegNetY-8G [28] 8.0 79.9
RegNetY-8G++ [37] 8.0 81.7
LambdaResNet50 [1] 6.1 79.3
LambdaResNet101 [1] 13.5 81.9
ResNet-50-DEPLA 4.5 80.6
SEResNet-50-DEPLA 4.5 81.3
SEResNet101-DEPLA 8.4 82.1

Table 1: Comparison with other ResNet-based models. ++
means well-tuned re-implementations.

training strategies to take both better performance and fair
comparison into account.
Standard Training Strategy. For naı̈ve implementations,
our training and testing details mainly follow what adopted
in [28], including the 100 epochs training schedule, with
the cosine annealing optimization policy [24], standard data
augmentation e.g. random resized crop and random flip-
ping, label smoothing[7] etc. Note that the results of all
re-implemented baselines in Table 2 are better than those
reported in the original papers.
Better Training Strategy. As lots of works adopt better
training strategy for better performance [43, 12, 17], we also
report the results using the following tricks to the standard
training srtategy:

(1) Longer training schedule with 400 epochs.
(2) Auto-augmentation.
(3) Warming up the learning rate from 0 for 5 epochs.
(4) Label smoothing [7] with smooth factor 0.1.
(5) Mixup training [47].

Note that in this paper, only results for DEPLA-based mod-
els lying in Table 1 are trained using the better training strat-
egy. All other results on ImageNet are trained with standard
training strategy.

5.2. Experimental results on ImageNet

DEPLA outperforms other ResNet-based counterparts.
As shown in Table 1, with better training strategy, the
DEPLA module can achieve 4.4% gain in terms of the
Top-1 accuracy when integrated with the prevalent base-
line ResNet-50. When embedded with the highly compet-
itive baseline SEResNet-50, our method can still achieve

Model
FLOPS

(G)
Top-1

Acc (%)
ResNet-50* [15] 4.1 76.9
SEResNet-50* [17] 4.1 77.5 (+0.6)
AA-ResNet-50[2] 4.1 77.7 (+0.8)
LambdaResNet-50 1[1] 6.1 78.2 (+1.3)
GloRe-ResNet-50 [6] 5.2 78.4 (+1.5)
ResNet-50-DEPLA 4.5 78.6 (+1.6)
SEResNet-50-DEPLA 4.5 79.1 (+2.2)

Table 2: Comparison of attention-based models on Ima-
geNet classification with a ResNet50 architecture trained
under standard training strategy. * indicates our re-
implementation using the standard training strategy. 1 The
FLOPS of LambdaResNet50 is calculated under a smaller
scope size ∥m∥=7 × 7. The default setting in the original
paper will lead to 10G FLOPS.

4.7% gain. We also compare with the SEResNet-50++,
which are well-tuned strong baselines with much better
performance (2% higher than what reported in the origi-
nal paper) using heavy data augmentation and regulariza-
tion [33]. We observe that even when the baselines are
strong, the SEResNet50-DEPLA can still outperform the
improved baseline by a remarkable 1.9%, which makes
it even comparable to SEResNet-101++ with much lower
FLOPS. Notably, SEResNet101-DEPLA can also outper-
form the SEResNet101 by a remarkable 1.7%, which
indicates that DEPLA module is complementary to the
Squeeze-Excitation module.

For the comparison with the state-of-the-art baselines of
the ResNet family under similar model capacity, we com-
pare our model with the latest LambdaResNet and RegNetY
(w/ SE). As shown in Table 1, our ResNet50-DEPLA can
outperform the LambdaResNet50 by a clear 1.3% while
being 1.7G lower in FLOPS. SEResNet50-DEPLA and
SEResNet101-DEPLA can also outperform the correspond-
ing well-tuned RegNet counterparts (RegNetY-4G++ and
RegNetY-8G++) that are also embedded with SE modules.
Concretely, the top-1 accuracy of SEResNet50-DEPLA is
higher than RegNetY-4G++ by 0.6% and SEResNet101-
DEPLA can surpass RegNetY-8G++ by 0.4%. Note that
the key differences between ResNet and RegNet are just the
network hyper-parameters (design space) like width, depth
and bottleneck ratio. It is a promising direction to apply
DEPLA into RegNet architectures for future work.

Comparison under the standard training strategy.
Table 2 exhibits the results comparing DEPLA under the
standard training strategy with other counterparts of the
ResNet family. Note that all the listed results are trained un-
der similar schedule, regularization and data augmentations.
Both ResNet50-DEPLA and SEResNet50-DEPLA can out-



Model
FLOPS

(G)
Top-1

Acc (%)
ResNet-50 [34] 4.1 76.9
w/ DEPLA-Plain-BFN 4.5 78.6 (+1.7)
w/ DEPLA-Adaptive-BFN 4.9 78.8 (+1.9)

Table 3: Comparison between the Plain-FRN and the
Adaptive-FRN on ImageNet. We choose Plain FRN due
to the cost-accuracy trade-off.

T Object Detection
APd/APd

S /APd
M /APd

L

ResNet50 w/ FPN [14] - 38.0/21.7/41.4/50.6
w/ FPN-DEPLA 0.2 38.9/23.8/42.7/49.7

0.5 39.1/23.6/42.9/50.4
1.0 39.0/23.5/42.7/49.9

Table 4: Comparison between the FPN and the FPN-
DEPLA with different temperature T . The ROI pooling is
going to be sharper when T becomes lower.

perform all other counterparts and show a clear boost (1.6%
and 2.2%) over the baseline results.

5.3. Plain BFN vs. Adaptive BFN

Shown in Table 3, the adaptive BFN is able to outper-
form the plain BFN by 0.2% on ImageNet. Despite the bet-
ter performance in terms of accuracy, the adaptive BFN has
higher FLOPS compared with the plain BFN. Therefore, we
choose the plain BFN as the final setting when DEPLA is
embedded into ResNet.

5.4. Experimental investigations on MS COCO

We conduct experiments on object detection and instance
segmentation to demonstrate the generalization capability
of DEPLA based on the FPN [20] and FishNet [34]. All
experiments are implemented on mmdetection [3].
Dataset and Evaluation Metrics. Experiments are con-
ducted on the challenging MS COCO [21] dataset. It con-
sists of 115k images for training (train-2017) and 5k images
(val-2017) for validation. We train models on train-2017
and report the results on val-2017. All reported results fol-
low standard COCO-style Average Precision (AP) metrics
which include AP (averaged over IoU thresholds) and APS ,
APM , APL (AP at different scales).
Implementation Details for FPN-DEPLA. We integrate
DEPLA into FPN to study the effect of DEPLA when ap-
plied on multi-scale feature aggregation. When the DEPLA
is embedded into FPN [20], we take 16 images in one batch
for 12 epochs (1x) in the training phase, with the base learn-
ing rate of 0.02. The learning rate is decayed after 8 and 11
epochs by a factor of 0.1. A ResNet-50 is applied before the

FPN for feature extraction. Note that here the ResNet-50
is not integrated with DEPLA. Without loss of generality,
experiments are conducted base on the FPN Mask R-CNN
with ResNet50 [14] as the backbone, we simply replace the
FPN with our FPN-DEPLA to verify the effectiveness of the
FPN-DEPLA module.
Implementation Details for FishNet150-DEPLA.
FishNet-DEPLA is proposed to validate the efficacy of
DEPLA for long-range feature aggregation. The entire
model is first pretrained on ImageNet, and the learning
rate for FishNet-DEPLA is set to 0.015. Sync-batch-norm
is applied here to stabilize the training process. We train
detectors for 24 epochs with an initial learning rate of 0.02,
and decrease it by 0.1 after 20 and 22 epochs respectively.
All other hyper-parameters follow the settings in the
mmdetection [3] if not specifically noted.
DEPLA can be well generalized on multi-scale feature
aggregation for object detection. Table 4 compares our
proposed FPN-DEPLA module with FPN. We observed that
equipped with FPN-DEPLA, Mask R-CNN outperforms its
FPN counterpart by 0.9% with only a small additional com-
putational cost. Considering that only minor changes are
applied to the standard FPN architecture, the improvement
of AP demonstrates the generalization capability of our DE-
PLA module. The improvement in small objects is consid-
erably significant (1.6% - 1.9%), which further proves the
efficacy of the feature aggregation that DEPLA applies.
The effect of the temperature T . As shown in Table 4,
we also conduct experiments to study the effects when dif-
ferent temperature T is applied to soft ROI Pooling defined
in Equation 1. When T is lower, the distribution of heatmap
is closer to a one-hot tensor, and the activated area will
become more restricted, which simulates the max-pooling.
The results shown in Table 4 validates our assumption that
as the AP of small objects comes to be higher when T is
lower.
DEPLA can be well generalized on long-range feature
aggregation for object detection and instance segmenta-
tion. We evaluate the effect of DEPLA when integrated
with FishNet-150 that aggregating features from varying
depths. We insert FishNet150-DEPLA into two frameworks
Faster-RCNN and Mask-RCNN as backbones for object de-
tection and instance segmentation. The experimental re-
sults on object detection are implemented on FPN-based
Faster R-CNN [29]. The lateral connections and top-down
pathway in FPN are attached to the same place as Fish-
Net. Note that here DEPLA is not embedded into FPN
for fair comparison. According to the results shown in Ta-
ble 5, FishNet150-DEPLA obtains a 2.5% absolute AP in-
crease compared with FishNet150, and a 2.0% absolute AP
increase when compared with ResNet-101. Note that our
model is lighter than all models compared in Table 5 except
for FishNet-150.



Instance Segmentation Object Detection
Mask R-CNN Mask R-CNN Faster R-CNN

Backbone GFLOPS APs/APs
S /APs

M /APs
L APd/APd

S /APd
M /APd

L APd/APd
S /APd

M /APd
L

ResNet-101 [15] 7.8 37.7/20.0/41.3/51.9 42.2/24.4/46.1/55.5 41.1/24.0/44.9/53.7
ResNeXt-101(32× 4d) [44] 8.0 37.8/19.8/41.4/51.9 42.2/23.5/46.1/56.0 41.2/23.9/44.9/54.3
HRNetv2p-W32 [40] 8.3 37.8/20.8/40.9/51.5 42.5/24.7/46.1/55.6 41.4/24.1/44.8/53.6
HRNetv2p-W40 [40] 16.1 38.2/20.5/41.2/52.0 42.8/24.9/46.2/56.2 42.1/24.7/45.7/55.0
Res2Net-101 [10] 8.3 38.7/20.6/42.0/53.2 43.6/24.8/47.2/57.9 43.0/25.0/47.2/56.3
FishNet150 [34] 6.45 37.0/19.8/40.2/50.3 41.5/24.1/44.9/55.0 40.6/23.3/43.9/53.7

FishNet150-DEPLA 7.3 39.4/22.4/42.9/52.6 44.1/27.1/48.0/56.2 43.1/27.0/46.8/55.0

Table 5: Average Precision (%) of instance segmentation and object detection with different backbones on MS COCO val-
2017 . APs

∗ and APd
∗ denote the average precision for segmentation and detection respectively, and AP∗

S , AP∗
M , AP∗

L denote
the AP for small, medium and large objects respectively. The FPN column are integrated with Faster-RCNN [29]. The
GFLOPS are calculated with input size 224 × 224. We show that FishNet-DEPLA is the best at solving the small cases
compared with other backbones.

We further use FishNet-DEPLA as the backbone of
Mask R-CNN. As shown in Table 5, by embedding the
DEPLA into the FishNet-150, the network can remarkably
improve both the mask AP and bbox AP for small ob-
jects (1.4%, 1.3% vs. FishNet and 2.4%, 2.7% vs. ResNet-
101), demonstrating the effectiveness of merging features.
As for the average precision, our FishNet-DEPLA could
achieve higher performance on both tasks compared with
the a series state-of-the-art hand-crafted backbones e.g. HR-
Net [40] and Res2Net [10].
FishNet150-DEPLA shows great performance dealing
with the hard small objects. As shown in Table 5, we can
observe that the FishNet150-DEPLA is particularly good
at finding the hard small cases compared with other back-
bones. Specifically, FishNet150-DEPLA can outperform
FishNet-150, ResNeXt101-(32×4d) by 3% and 3.6% for
object detection when embedded into Mask-RCNN.

Above all, all these experimental results showcase that
DEPLA is also valid and helpful for all major tasks includ-
ing image classification, object detection and instance seg-
mentation. Besides, DEPLA can be successfully applied
onto backbones designed for different purpose, which fur-
ther demonstrates the generalizability of DEPLA.

5.5. Visualization

We visualize feature maps of FishNet150-DEPLA to see
how DEPLA works between the high-level and low-level
features. From Figure 8 we can see that DEPLA can ef-
fectively merge the precise information around the ski pole
from the low-level information to the high-level features.
This demonstrates that DEPLA can selectively find use-
ful features from different layers for aggregation instead of
naı̈vely summing them together.

Y ROI Back-Filling map Fused Feature

Figure 8: Visualization of FishNet-DEPLA. DEPLA mod-
ule migrates the precise information around the ski pole
from the low-level candidate feature Y while ignoring the
noise and inconsistency on the bottom-right corner.

6. Conclusion

In this study, we propose DEtect-rePLAce (DEPLA) that
learns to keep the helpful features while removing those in-
consistent patterns during feature aggregation. Extensive
experiments show that our DEPLA module can be success-
fully integrated with backbones using short-range (ResNet,
SEResNet), long-range (FishNet) and multi-scale (FPN)
feature aggregation. Experiments also show that DEPLA
steadily boost the baseline performance on all three major
visual tasks including image classification, object detection
and instance segmentation. We hope our research could
shed some lights on the problem of feature aggregation.
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